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Chapter 1
Introduction
This report shares my contributions to open-source software made during the Semester-long Internship,
starting from 7th April 2021 to 7th November 2021. Contributions were made using a FLOSS
(Free-Libre/Open Source Software) known as "R" as a part of the FOSSEE (Free/Libre and Open Source
Software for Education) project by IIT Bombay and MoE, Government of India. The FOSSEE project is a
part of the National Mission on Education through ICT. The thrust area is promoting and creating
open-source software equivalent to proprietary software, funded by MoE, based at the Indian Institute of
Technology Bombay (IITB). The contributions include the maintenance of R on Cloud, analysis of
FOSSEE workshop feedback data, implementation & visualization of SOM algorithm in R, and an R case
study on clustering of common commodities based on the time-series characteristics of their Wholesale
Price Index.

https://fossee.in/
https://fossee.in/


Chapter 2
Maintenance of R on Cloud
The R on Cloud is an online facility created by FOSSEE which works as a platform for executing R
codes. It also allows users to interact with the codes of the completed textbook companions (TBCs), as
shown in Figure 2.1.

Figure 2.1: R on Cloud by FOSSEE.

Because of this feature, it is required to check the completed TBCs over the platform for errors by running
their codes. One of the commonly encountered errors is shown in Figure 2.2.

http://rcloud.fossee.in/
https://r.fossee.in/textbook-companion/completed-books


Figure 2.2: Error when loading an R code over the platform from a zip file.

Hence, the assigned task involved checking each code file associated with 13 completed TBCs mentioned
in Table 2.1 over the platform, recording the errors obtained, and forwarding the list of errors to the
FOSSEE web team for correction.

Table 2.1: List of completed TBCs checked over the R on Cloud platform.

S. No. Book Title

1 A Textbook of Electrical Engineering Materials by P. L. Kapoor, Khanna Publishers, New
Delhi, 2010.

2 An Introduction to Statistical Methods and Data Analysis by RLyman Ott and Michael
Longnecker, Cengage Learning, Canada,2010.

3 Applied Statistics and Probability for Engineers by Douglas C.Montgomery and George C.
Runger, John Wiley and Sons, USA,2014

4 Biostatistics: Basic Concepts and Methodology for the HealthSciences by Daniel W. Wayne,
Chad L. Cross, John Wiley and Sons, Singapore, 2014

5 Business Statistics For Contemporary Decision Making by KenBlack, Wiley, USA, 2010

6 Concepts Of Modern Physics by Arthur Beiser, Mcgraw-hill, New York, 2003



7 Data Mining: Concepts and Techniques by Jiawei Han, Miche-line Kamber, and Jian Pei,
Morgan Kaufmann, USA, 2011

8 Elementary Statistics: A Step by Step Approach by Allan G.Bluman, McGraw-Hill, New
York, 2009

9 Fundamentals of Mathematical Statistics by S.C. Gupta, V.K.Kapoor, Sultan Chand and Sons,
New Delhi, 2008

10 Fundamentals of Matrix Algebra, Third Edition by GregoryHartman, CreateSpace
Independent Publishing Platform, 2011

11 Introduction to Linear Algebra by Gilbert Strang, Wellesley -Cambridge Press, Wellesley MA
USA, 2009

12 Introduction to Probability by Dimitri P. Bertsekas and John N.Tsitsiklis, Athena Scientific,
2008

13 Introduction to Probability and Statistics by William Menden-hall, Robert J Beaver, and
Barbara M Beaver, Brooks Cole, USA, 2008

Following is the list of the type of errors encountered during the process of testing TBC codes over the R
on Cloud platform -

1. Missing libraries.
2. Error when loading code from a zip file.
3. Missing R objects.
4. Runtime error.

FOSSEE web team did the following to fix the errors -

1. Installed all missing libraries over the platform.
2. Manually extracted codes from zip files and made them available over the platform.
3. Fixed code chunks causing missing R object/s error or runtime error.



Chapter 3
Analysis of FOSSEE workshop feedback
data

1. Introduction

The FOSSEE project promotes the use of FLOSS tools in academia and research. It conducts regular
workshops on different FLOSS to help industry professionals, faculty, researchers, and students from
various institutions shift from proprietary to open-source software. These workshops are conducted
throughout the year. They generally consist of spoken tutorials, live lectures, assignments, and interactive
activities to engage the participants. For the assessment of a workshop’s effectiveness, participants are
required to fill up a feedback form at the end. The task assigned was to analyze the feedback data to
identify the underlying variables called factors that can explain the interrelationships among the variables
(questions) of the feedback data using a method known as EFA (Exploratory Factor Analysis) [1]. The
obtained factors shall help in determining those aspects of the workshop that contributed more towards its
effectiveness. Analysis began after cleaning and processing the obtained data. The complete procedure
from data collection to analysis has been described in the following sections.

2. Data Collection

The feedback data was acquired from the 3 Day workshop on Chemistry Laboratory Experiments using
ChemCollective Virtual Lab conducted from 25th to 27th February 2021. A total of 210 participants
attended the workshop, out of which 162 filled the feedback form. The form consisted of 32 questions
related to the participants’ educational background, job history, and workshop experience. Some questions
consisted of sub-sections corresponding to participants’ background, software used, workshop activity,
and general opinions. The responses to these questions were in the form of Likert scale ratings and
subjective comments. Different scales were used for recording responses depending upon the nature of the
question. One of the scales used was between 1 and 5, where “1” represented “Strongly Disagree” and “5”
represented “Strongly Agree”.

3. Data Exploration

The feedback data was originally in an XLS format. It was loaded into the R environment using the
“read_excel()” function from “readxl” package [2], which belongs to the “tidyverse” ecosystem of
packages [3]. A glimpse of the original dataset can be seen in Figure 3.1.

https://www.it.iitb.ac.in/nmeict/workshopContent.html?workshopid=RYBfa8T851DwoWMAHHMbSw&category=UubpVTjA3FS-DQx8uW4rlA
https://www.it.iitb.ac.in/nmeict/workshopContent.html?workshopid=RYBfa8T851DwoWMAHHMbSw&category=UubpVTjA3FS-DQx8uW4rlA


Figure 3.1: ChemCollective Virtual Lab workshop feedback data used for analysis.

The dataset initially consisted of 163 rows and 85 columns. As the feedback form questions contained
sub-sections, therefore resulting in 85 distinct columns instead of 32. It was also observed that some
column names were lengthy, whereas some consisted of only numbers that did not provide any
information about the question associated with that column, as shown in Figure 3.2.

Figure 3.2: Column names of the dataset after importing it in R.

It felt necessary to rename the columns for two reasons -

1. To convey information about the associated question in fewer words.
2. To replace the column name containing numbers or characters with information about the

associated question.

Therefore the columns were renamed and grouped into the following categories, where each category has
sub-divisions based on the associated feedback form questions -



1. Participants' details
2. Participants' technical background
3. Spoken tutorial
4. Tutorial topics
5. Practice problems
6. Live sessions
7. Guest lectures
8. Workshop quality feedback
9. Learning through spoken tutorial v/s conventional workshops
10. Feedback on the use of spoken tutorials
11. Miscellaneous

The following code was used to rename the columns -

Figure 3.3: Code to rename the feedback dataset columns.

The updated column names are shown in Figure 3.4.



Figure 3.4: Updated column names.

Data Exploration continued after updating the column names using the “skim()” function from the
“skimr” package [4]. It was observed that there were several missing values in multiple columns of the
dataset as shown in Figure 3.5.

Figure 3.5: Presence of missing values in the dataset.

Missing values may occur due to various reasons, such as the participants’ unwillingness to respond to
optional feedback sections or the occurrence of a data formatting/reformatting error. To move ahead with
the exploration, it was necessary to remove the missing values in such a way that the vital information
remains unaltered. Therefore, a row and column-wise check for missing values was carried out.

After observing the results of the row-wise check, it was found that the first row contained the maximum
number of missing values, i.e., 31. Further examination of the first row entries showed that it was not a
valid feedback response as it did not even contain the participant's name, as shown in Figure 3.6. Hence it
was removed.

Figure 3.6: Row-wise examination of missing values.



Column-wise examination showed that most of the columns containing missing values were non-numeric
and contained subjective comments from the participants, as shown in Figure 3.7. Hence the columns
were kept unchanged.

Figure 3.7: Examining missing values column-wise.

An interesting observation was made during the examination of columns containing missing values, i.e.,
for some columns, the data entries seem out of place, as shown in figure 3.8.

Figure 3.8: Columns with erroneous entries.

Columns that should contain only string values also had numeric responses. This information was
communicated to the mentor. The mentor suggested removing such columns from the dataset. Therefore,
the last 23 columns, from “Did not give self learning opportunities” to “Overall suggestion”, were
removed.

After dealing with missing values and columns with incorrect data, the dataset was also checked for
duplicate entries as they can introduce bias in statistical analyses [5,6]. The Approximate String
Matching (Fuzzy Matching) technique was applied over the “Name” data column using the “agrep()”
function by Brian Ripley and Kurt Hornik provided in the “base” package of R [7] to check for similar
participant names. If matching names are found, then other background details of those participants like
their institution name, educational background and profession were examined. In Figure 3.9, it is shown
that the result of string matching turns out to be non-zero, indicating the presence of matching names.



Figure 3.9: String matching results for the “Name” column.

On further examination of the data associated with the matching names, it was found that there were no
duplicate entries.

The data exploration process shed light on the structure and format of the original feedback data. It also
helped in identifying and removing some errors. It is followed by the data cleaning process as described
in the subsequent section.

4. Data Cleaning

Data cleaning is the most crucial step performed before analysis, as any result obtained from incorrect
data will be unreliable. It involves the steps for identifying and removing erroneous and mislabelled data
[8,9]. There is a possibility of incorrect responses in the feedback data due to several reasons, such as
inattentiveness of participants while filling the feedback form and lack of understanding of the questions
asked. Therefore, it is necessary to carefully examine the data and remove all misleading responses to
preserve its reliability.

For cleaning the data, all possible ambiguities in it were systematically checked and recorded. Grouping
the responses into categories (performed during data exploration) made the checking process easier. The
complete procedure can be broadly divided into three main steps with multiple substeps as listed below -

1. Checked participants’ backgrounds and opinions regarding ChemCollective and similar
tools -

● Checked for entries where a participant first selected "Yes" when asked whether he/she ever used
any chemistry virtual lab software in his/her institute but did not provide the name of the software
in the column “Name of the chemistry virtual lab software in institute”.

● Checked for entries where a participant first selected "No" when asked whether he/she ever used
any chemistry virtual lab software in his/her institute but added the name of a software in the
column “Name of the chemistry virtual lab software in institute”.



Figure 3.10: Columns with entries related to participants’ experience with chemistry virtual lab software.

● Checked for entries where a participant initially responded with “Other” when asked regarding
the purpose of using the chemistry virtual lab software but later did not mention any purpose
under the column “Purpose of using the software (other)”.

Figure 3.11: Columns indicating participants’ purpose of using a chemistry virtual lab software.

2. Checked the qualitative and quantitative feedback responses regarding the procedure and
quality of the workshop -

● Checked if the level of knowledge regarding ChemCollective for any participant dropped after the
workshop, as it is improbable.



Figure 3.12: Entries associated with the knowledge of ChemCollective.

● Checked for contradicting responses in columns associated with the quality and effectiveness of
the workshop; for example, searched and recorded all such entries where a participant had given a
high score in both the “Did not learn much” and “Will recommend similar workshop to friends”
columns.

Figure 3.13: Column entries associated with the workshop’s quality and effectiveness.

3. Removed misleading entries.

● After recording all potentially misleading entries, the mentor was consulted. As per his advice,
the row-wise frequency of misleading responses was calculated and then those row entries for
which the frequency value was more than one were examined. The “table()” function of R was
used to calculate the frequency, as shown in Figure 3.14.

Figure 3.14: Row entries selected for further examination.

● After careful examination of the remaining twenty-one selected row entries, as shown in Figure
3.14, the mentor suggested removing all of them from the feedback data.

After the removal of misleading responses, the dataset was left with 141 rows and 62 columns.

5. Data Pre-processing

As only the Likert scale-based columns were required to apply EFA over the dataset, it was necessary to
filter them out [10,11]. While filtering the columns, it was observed that some column entries contained
both numeric and string values, as shown in Figure 3.15.



Figure 3.15: Data entries containing both numeric and string values.

Therefore, removing the string portion of those data entries was necessary. Also, all dataset columns were
checked for missing values. If any column is found with missing values, it is removed from the dataset.
After making all the required changes and filtering the necessary data columns, the remaining dataset
contained 141 rows and 48 columns, where each column had the numeric data type.

6. Data Analysis

The data analysis was performed using the “EFAtools” package [12]. The “N_FACTORS()” function
from “EFAtools” was used to find the suitable number of factors in the data by finding its correlation
matrix. The “N_FACTORS()” function tested the suitability of the correlation matrix for EFA by applying
“Bartlett's test of sphericity” over it and calculating its “Kaiser-Meyer-Olkin criterion (KMO)” value.
Bartlett’s test of sphericity statistically tests the hypothesis that the correlation matrix contains ones on the
diagonal and zeros on the off-diagonals. This test should produce a statistically significant chi-square
value to justify the application of EFA [13]. The KMO value indicates the proportion of variance in the
variables that might be caused by underlying factors [14]. The “N_FACTORS()” function calculates the
appropriate number of factors for the given data only when it obtains a favorable result from Bartlett’s test
and a suitable KMO value. Before applying the “N_FACTORS()” function, the values associated with the
column “Overall quality” were stored separately and the column was removed from the dataset. It was
done to later perform a regression analysis over the obtained factors and the “Overall quality” variable.
Unfortunately, the “N_FACTORS()” function gave an error, as shown in Figure 3.16.

Figure 3.16: Error given by the “N_FACTORS()” function.



The error was fixed by removing column number 22, i.e., “Optional session helpful with practice
problem”, from the pre-processed data. The “N_FACTORS()” function was executed again over the
remaining data and it gave the following results.

Figure 3.17: Result obtained from the “N_FACTORS()” function.

Three scree plots associated with PCA-determined, SMC-determined and EFA-determined eigenvalues
were also obtained from the analysis, as shown in Figures 3.18, 3.19 and 3.20.



Figure 3.18: Scree plot with PCA-determined eigenvalues.

Figure 3.19: Scree plot with SMC-determined eigenvalues.



Figure 3.20: Scree plot with EFA-determined eigenvalues.

It was decided to keep the value four as the number of factors based on the “Kaiser-Guttman criterion
with EFA” and “Parallel analysis with EFA” from the above results. The following results were obtained
when EFA was applied over the pre-processed data (by keeping the number of factors as four) using the
“EFA()” function of the “EFAtools” package [12].



Figure 3.21: Results obtained after applying EFA.

From the above-mentioned results, it was not clear how to effectively segregate variables into different
factors. Therefore, rotation was applied over the loadings [15]. The type of rotation applied was oblique
[16]. Following results were obtained after applying rotation.



Figure 3.22: Results obtained after applying EFA with oblique rotation.

The total variance explained by the factors was 51.5%, as shown in Figure 3.22. It is lower than 60%
which is generally excepted as satisfactory in social sciences where information is often less precise. To



increase the amount of variance explained, it is required to remove insignificant variables from the data
[17]. From Figure 3.22, it can be observed that the variables, “Background”, “Comfortable in learning
new software”, “Used any chemistry virtual lab software in institute”, “Duration of any other chemistry
virtual lab workshop (in days)”, “ChemCollective improved lab skills”, “Difficulty of practice problems”,
“Determination of pKa of Acetic Acid (if done with practice)”, “Pace of workshop” and “Cost benefit”,
are not associated with any of the four factors. Hence, they were removed and EFA was again performed
over the remaining data, as shown in Figure 3.23.

Figure 3.23: Results obtained after removing insignificant variables.

Finally, the results were obtained in a way that all variables got mapped and the total variance explained
became 62.4%. In Figure 3.23, multiple cross-loadings can be observed. When a variable is found to have



more than one significant loading, it is known as cross-loading. One can apply different rotation methods
to eliminate the cross-loadings, but if that does not work, then the variables causing cross-loading become
candidates for deletion [17]. Therefore, EFA was again performed after removing all variables causing
cross-loadings and the obtained results can be seen in Figure 3.24.

Figure 3.24: Results obtained after removing variables causing cross-loadings.



From Figure 3.24, it can be observed that one variable with the name “Live Session learning” is still
causing cross-loading and another variable with the name “Did not learn much” does not belong to any of
the four factors. Hence, those two variables were also removed and EFA was again performed over the
remaining data. The final results can be seen in Figure 3.25.

Figure 3.25: Results obtained after removing insignificant and cross-loading causing variables.



The obtained results also contained one variable that was causing cross-loading and one which was not
associated with any of the four factors, as shown in Figure 3.25. After removing both the variables EFA
was once more applied over the remaining data and the results are shown in Figure 3.26.

Figure 3.26: Results obtained after removing insignificant and cross-loading causing variables.



Again the obtained results contained one variable which was causing cross-loading and one which was
not associated with any of the four factors, as shown in Figure 3.26. After removing both the variables
EFA was once more applied over the remaining data and the results are shown in Figure 3.27.

Figure 3.27: Results obtained after removing insignificant and cross-loading causing variables.



Finally, the obtained results, as shown in Figure 3.27, became free from cross-loadings and insignificant
variables. After obtaining the desired results, segregation of variables was performed based on the four
factors, as shown in Figure 3.28.

Figure 3.28: Segregation of variables based on the four factors.



After segregation, the factors were given names depending on the variables they contained [17]. Factor F1
was given the name “Quality of spoken tutorials”, factor F2 was given the name “Quality of live
sessions”, factor F3 was given the name “Quality of live lectures” and finally factor F4 was given the
name “Spoken Tutorial learning experience”. Later the factor scores associated with each factor were
obtained using the “FACTOR_SCORES()” function of the “EFAtools” package [12], to perform a
regression analysis between all four factors and the “Overall quality” variable, which was removed from
the pre-processed dataset and separately stored before performing EFA. Regression was performed by
taking all factors as independent variables and “Overall quality” as a dependent variable [18]. Results of
the regression analysis are shown in Figure 3.29.

Figure 3.29: Results of the regression analysis.

Finally, the factors contributing to the effectiveness of the workshop have been determined. The following
equation explains the relationship between them and the overall quality of the workshop.

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑄𝑢𝑎𝑙𝑖𝑡𝑦 =  3. 65 +  1. 35(𝑄𝑢𝑎𝑙𝑖𝑡𝑦 𝑜𝑓 𝑠𝑝𝑜𝑘𝑒𝑛 𝑡𝑢𝑡𝑜𝑟𝑖𝑎𝑙𝑠) +  1. 84(𝑄𝑢𝑎𝑙𝑖𝑡𝑦 𝑜𝑓 𝑙𝑖𝑣𝑒 𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠)
+ 0. 71(𝑄𝑢𝑎𝑙𝑖𝑡𝑦 𝑜𝑓 𝑙𝑖𝑣𝑒 𝑙𝑒𝑐𝑡𝑢𝑟𝑒𝑠) −  0. 07(𝑆𝑝𝑜𝑘𝑒𝑛 𝑇𝑢𝑡𝑜𝑟𝑖𝑎𝑙 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒)

7. Conclusion

The results from EFA revealed various underlying factors affecting the overall quality of the workshop.
Later, the regression analysis provided an equation to quantify the relationship between the factors and the
workshop quality. Various data manipulation steps were performed over the workshop feedback data to
implement EFA and regression. The results from this project shall help improve the content of future
workshops by focusing more on those factors that will have a significant impact on the overall quality and
experience of the workshop.



Chapter 4
Implementation and visualization of SOM
algorithm in R

1. Introduction

SOM is an unsupervised data visualization technique popular among researchers for dimensionality
reduction and clustering [19]. This project aims to create an open-source code base for SOM in R to help
researchers, students, and professionals understand the working of SOM. The material has been designed
to encourage and promote the R programming language among people wanting to learn and apply SOM
for their choice of use. The complete code with proper explanation and examples has been made freely
available for educational purposes in the form of a document on the Resources page of the R FOSSEE
website.

2. Self Organizing Maps

Self Organizing Maps (Kohonen Maps) are a class of artificial neural network created by Dr. Teuvo
Kohonen that can map high dimensional input data to a 2D map using unsupervised learning [20-24].
SOMs are utilized for various applications because they provide a low-dimensional representation of a
high-dimensional input while maintaining the features of input data in the representation [25,26].

Figure 4.1: Kohonen Model of Self Organizing Map [24].

https://r.fossee.in/resources


3. Implementation of SOM in R

Due to the project’s complexity, the entire process of implementing SOM in R was divided into various
tasks and each FOSSEE fellow was assigned a particular task. The first phase of development started with
the creation of a prototype of SOM in R to make our understanding better regarding the concept. For
testing the prototype we attempted to recreate an example from Wikipedia.

Prototype before training (neurons randomly
scattered in the empty region)

Prototype after training (neurons converged upon
each other where the data density is high)

Figure 4.2: SOM prototype created using R.

In the second phase, a basic SOM model was created from the prototype and implemented over the Iris
dataset [27] for the purpose of testing.

https://en.wikipedia.org/wiki/Self-organizing_map#/media/File:TrainSOM.gif


Figure 4.3: Clusters obtained after implementing the SOM model over the Iris dataset.

The results obtained were accurate but the model execution was slow. It was observed that the model did
not satisfactorily converge after a single epoch over the complete input data. The model training
algorithm was then modified to incorporate multiple epochs. The map converged during the second epoch
for most datasets.

The tasks assigned to me were data collection, preprocessing of the collected data, visualization of the
SOM neuron grid and creation of the final code script.

4. Visualization

Figure 4.4: SOM feature map along with India map showing the intensity of COVID-19 infection.

4.1    SOM feature map

SOM was visualized in the form of a feature map. A feature map is a 2D array of shapes like a circle,
hexagon and rectangle, where each shape represents a neuron. In our implementation of SOM, each
neuron was assigned a color based on its weights which were obtained after model training. The model
training process converted an N-dimensional vector to a single number. This process was repeated for all
the input data vectors and the results were mapped to 38 numbers ranging from 10 and 48. For each
number in the range of 10 to 48, a color was assigned from the rainbow color palette of the “base”
package of R [7].



4.2    India map

The KML file associated with the India map was obtained from the GeoServer platform by National
Remote Sensing Centre, Department of Space, Government of India [28]. The map was constructed in R
using the “rgdal” [29] and “sf” [30] packages. To display the intensity of COVID-19 infection over the
map, data of each state and union territory was passed to the BMU function that returned the location of
the associated winning neuron from the SOM grid. Using the location of the winning neuron, a color was
assigned to it and later that same color was given to the associated state or union territory over the map.



Chapter 5
R Case Study: Clustering of common goods
and commodities based on time-series
characteristics of their Wholesale Price
Index

1. Introduction

Countries like India and Philippines use Wholesale Price Index (WPI) as a measure of inflation. Due to
the usage of WPI as an indicator of inflation associated with the goods and commodities, the Indian
government keeps a detailed record of price changes associated with a list of items in the form of WPI.
The WPI based inflation estimates also serve as an essential determinant in the formulation of trade,
fiscal, and other economic policies by the Government [31]. Due to the importance of this indicator I
proposed a case study to perform a clustering analysis over the time-series characteristics of the
Wholesale Price Index of various common goods and commodities to obtain insights regarding the
underlying similarity between them. The case study project was completed under the guidance of Prof.
Radhendushka Srivastava. The entire analysis was performed using the R programming language. The
complete case study with code and data has been made available in the Completed Case studies section of
the R FOSSEE website. A brief description of the complete case study is given in the following sections.

2. Data

The data for the case study was obtained from the Wholesale Price Index catalogue of data.gov.in and
can be accessed here. The data is freely available for educational purposes. The dataset had a collection of
869 row items divided into two categories: All Commodities and Food Index. All Commodities
category is further divided into three subcategories, namely Primary Articles, Fuel & Power and
Manufactured Products. The data contains commodity names, commodity code, commodity weight as
percentage of total weight of all commodities and their monthly price index for nine years as column
entries from April 2011 to December 2020 with year 2011-12 as base year for calculating WPI. This type
of data is routinely made available by the Office of Economic Adviser, Ministry of Commerce & Industry,
Government of India.

https://r.fossee.in/case-study-project/completed-case-studies
https://data.gov.in/
https://data.gov.in/resource/wholesale-price-index-base-year-2011-12-till-last-month


Figure 5.1 : Original dataset with a row-wise arrangement of each category of commodity.

3. Data Cleaning

Before proceeding to data analysis, all rows with missing WPI values were removed and the clustering
was performed only over the data of individual common goods and commodities.

4. Data Analysis

The objective of clustering analysis is to partition the data such that similarity is minimized across the
groups and maximized within each group [32]. The clustering was performed over the smooth versions of
the original time series which were obtained through kernel smoothing. In this case study, we used the
Gaussian kernel and the bandwidth for the kernel was selected using the cross validation method [33].
Kernel smoothing was implemented using the “sm.regression()” function of the “sm” package in R [34].
The objective was to remove noise from raw time series data.



As time series data is dynamic, i.e., it changes with time, we can not directly apply it over the generic
clustering algorithms like Agglomerative Hierarchical Clustering (AHC) which work only on static data
[35]. Time series data can be converted to static form using a dissimilarity matrix. The aim of using
dissimilarity matrix is to obtain a single numeric value expressing the degree of dissimilarity between
every unique pairwise combination of the different time series in consideration [36]. To compute a
dissimilarity matrix, we used the “diss()” function from the “TSclust” package of R [37]. The output was
a triangular matrix. It was now possible to apply AHC with complete linkage over the data by passing the
obtained matrix as an input to the “hclust()” function of the “stats” package of R [7].

Figure 5.2: Dendrogram obtained from clustering.

The dendrogram obtained from AHC containing around 50 clusters is shown in Figure 5.2. Each cluster is
represented by a rectangle with colored border. Finally, only 24 clusters were retained containing five or
more elements for further analysis, as suggested by the mentor. Figure 5.3 shows the plot of all the
time-series associated with a particular cluster.



Figure 5.3: Time-series data associated with a cluster.

By examining the retained clusters a central trend was observed in each cluster, but when the items
contained in each cluster were examined it was found that in most clusters the items did not belong to a
single commodity class or in other words the items were non-homogenous commodity-wise. Figure 5.4
shows that the cluster number 19 of the retained clusters contained edible items like “Basmati rice” along
with a variety of non-edible items like industrial goods, clothing materials, etc.

Figure 5.4 : List of the items present in cluster 19.

In an attempt to segregate homogeneous items with each cluster, ARIMA modeling was applied to create
subclusters [38,39]. The subclusters were obtained by examining the characteristics of noise associated
with the original WPI time-series data of each cluster through ARIMA modeling. Noise data was obtained
by subtracting the smooth version of the time-series from the original time-series. ARIMA modeling was
implemented using the “auto.arima()” function of the “forecast” package in R [40]. Figure 5.5 shows the
plot of original values (black) over the fitted values (red).



Figure 5.5: Original noise time-series of commodity 1, i.e. ‘paddy’ (black), over the fitted ARIMA model
values (red).

Hierarchical clustering was performed over the sum of squared differences between the noise values and
the fitted values using euclidean distance as the distance metric.

Subclusters were obtained only for the cluster 19 as it was the largest among all. For others the same
procedure can be implemented to obtain subclusters.

5. Results

We found that the initial set of clusters obtained after applying AHC over the smooth version of the
original time-series were homogeneous concerning the shape of the time-series data. We also found that,
for the data used in this case study, the correlation-based metrics efficiently identify time-series with
similar shape. Figure 5.6 shows all the retained 24 clusters.



Figure 5.6: Plot containing all the 24 retained clusters.

Despite having a similar shape, the clusters contained elements belonging to different product categories,
making them non-homogeneous commodity-wise. To further obtain commodity-wise homogenous
clusters, subclusters were generated within the originally obtained clusters by applying ARIMA modeling
over the noise associated with the original time-series data belonging to each cluster, which was initially
removed using kernel smoothing. The subclusters were relatively more homogeneous in terms of both the
time-series shape and the common goods and commodities they contain, but we were not completely
homogenous. The time series associated with each subcluster of the cluster 19 are shown in Figure 5.7
and the Figure 5.8 contains the list of goods and commodities associated with each subcluster.



Figure 5.7: Plot of each subcluster associated with the cluster 19.



Figure 5.8: List of elements belonging to each subcluster of cluster 19.

6. Conclusion

This case study attempted to explore one of many approaches to time-series clustering to obtain
homogeneous clusters of various common goods and commodities based on the time function of their
Wholesale Price Index (WPI) after removing noise using kernel smoothing. The clustering method used in
this case study doesn’t seem to create homogenous clusters for the given time-series data. One needs a
better distance metric that involves the correlation structure of the time-series to create homogenous
clusters. The correlation structure of the time-series data can be exploited to obtain homogenous clusters
in future work.



Chapter 6
Conclusion
The FOSSEE Semester-long Internship has been a fantastic opportunity to learn, apply and collaborate
with my fellow interns while working on various projects under the guidance of mentors from the R
FOSSEE team. The R on Cloud platform enables individuals from various disciplines to learn and explore
R programming through TBC. Reporting bugs and errors on this platform enabled me to contribute
towards making R on Cloud robust and improve its quality. Analysis of FOSSEE workshop feedback data
allowed me to better grasp the flow of a data science project, it also highlighted the nuances of data
cleaning and preprocessing. The SOM project was one of the most challenging projects I worked on
during this internship. The task of creating a machine learning model from scratch not only improved my
programming skills but also developed my insights on how to prototype, plan and test such projects while
working in a team. The SOM project gave me confidence and provided a solid foundation to better
approach such challenges in the future. The individually performed case study project pushed me to take
up an open source dataset and perform novel analysis over it under the guidance of the R FOSSEE team.
The case study project exposed me to the methods of identifing and applying the most suitable statistical
operations over a dataset.

FOSSEE Semester-long Internship was a journey to explore the R ecosystem. This internship made me
and my fellow interns learn R with hands-on experience and along the way allowed me to develop and
inculcate proper research and reporting habits. Through this internship I got to meet a lot of fantastic and
smart people and the experience gained here will carry me further in my academic journey.
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